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Abstract. There is a need to know up to what degree humans can
agree when classifying a sentence as carrying some sentiment orientation.
However, a little research has been done on assessing the agreement
between annotators for the different opinion mining tasks. In this work
we present an assessment of agreement between two human annotators.
The task was to manually classify newspaper sentences into one of three
classes. For assessing the level of agreement, Cohen’s kappa coefficient
was computed. Results show that annotators agree more for negative
classes than for positive or neutral. We observed that annotators might
agree up to a level of substantial agreement of 0.65 for the best case or
0.30 for the worst.
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1 Introduction

Nowadays there are more user-generated content than ever before. This allows
people to quickly share and find all sort of information. This information is split
in two big kinds: objective information, which is all the information that we
can measure or prove, and subjective information which comprises appraisals,
thoughts and opinions [20, 10]. The computational study of the latter is known
as opinion mining. There has been several approaches to achieve this. The main
two have been machine learning classifiers, which require tagged examples as
inputs [14, 1], and lexicon based systems, which require lexicons with each word
classified with its polarity (negative, positive, neutral) [6,17,12].

In order to create systems capable of detecting and classifying opinions writ-
ten in texts, we need human labelled corpus, either to evaluate, generate the
models or train a system. When extracting opinions from product reviews, there
is usually a score readily available. This is because pages that let make a re-
view of a product usually have a system for ranking the product being reviewed,
usually with a system of stars. There are some domains, as newspaper articles,
where the label for the document or the sentence are lacking. For these kind of
texts there is a need of documents labelled by human annotators. While usually
people might agree on marking objective tokens from the reality, when dealing
with subjective information, such as opinions, there are several variables that
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depend on the experiences of the annotator. Some of these might be the domain
expertise, the personal opinion on some domain or subject, point of view with
respect some idea, ambiguity of language or ambiguity on interpretation [2,11,
4].

Even though this is known, just some papers report the agreement of the
annotators. There are several works assessing inter-annotator agreement in dif-
ferent tasks, such as image annotation [13], part-of-speech tagging [3], word sense
disambiguation [19]. There are also work done on other areas, as biology [7] or
medicine [8]. As far as we know, there are just few works on opinion annotation
agreement. These works are not as conclusive as they could be.

In this paper, we present a work on inter-annotator agreement assessment
and we try to show that this agreement is lower than in some other areas. We
used Cohen’s kappa to assess the degree of agreement of two annotators. To
explain this, in section 2 we review some work done in particular on opinion
mining labelling agreement. Then on section 3, we briefly describe the Cohen’s
kappa (k) that was the measure we used to assess the agreement. On section 4 we
describe the data used for assessing this agreement and describe the experiment.
We discuss the results of these experiment on section 5. Finally, in section 6 we
present our conclusions and future work.

2 Related Work

In [16], the authors compare the agreement between experts and non experts.
They use the Amazon Mechanical Turk (AMT) to perform five different tasks.
These were affect recognition, word similarity, recognizing textual entailment,
temporal event recognition, and word sense disambiguation. What the assess is
how much did AMT agreed with a gold standard annotated by experts. For the
task of affect recognition (which is a similar one to opinion mining), they used
headlines of newspapers. To assess the agreement they used Pearson correla-
tion. They report an agreement of 0.576 between expert annotators and 0.417
between a Non-expert and an expert. However when they compared the corre-
lation between an expert and the average classification of all other experts and
non-experts, they got 0.603. For the other tasks, their correlations were about
0.96. Which means that it is harder to agree with other people respect affect
recognition.

In [5], the authors present an annotation scheme for adding entity and event
target annotations to the MPQA corpus [18]. While they describe the added
features to the MPQA, they have a section dedicated to the agreement. For the
annotations, they developed a manual and gave it to the annotators. After the
annotator were trained, they tagged four documents. To asses the agreement,
they computed the F-measure of the documents taking turns of documents an-
notated by annotator A and those of annotator B as gold standard. By doing
this, they report an agreement of 0.82. To solve the disagreement, annotators
could discuss the situation so, after doing this, they could agree.
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In [15] the authors present a method for creating a dictionary and marking
the words with emotions or polarity. They annotated the words by multiple an-
notators. They used six basic emotions to annotate the words. They analysed the
tags given by multiple annotators using a weighted kappa adapted for multiple
entries. They trained the annotators with a manual that instructed how to label
the words. They obtained an average of 0.6452 for a lineal weighted kappa and
an average of 0.7717 for a quadratic weighted kappa. Differently from our work,
they tagged just words and the frequency of each word used in the context that
represents one of the six basic emotions. Based on this they propose a a factor
of probability of affective use (FPA).

3 Cohen’s kappa

Cohen’s kappa is a statistic which assesses the inter-annotator agreement for
categorical items. Opposite to a simple percent agreement computation, this
measure takes into account that some agreement might take place by chance.
It is thought to measure how much two annotators, when each classify N items
into C' mutually exclusive categories, agree with each other.

If we build a square matrix where each column represent the instances sorted
in a category by one annotator and each row represents the instances sorted in
the category by the other annotator, we could have a confusion matrix. In this
matrix, we should have a correspondence in categories in each row and column.
This means that the diagonal would represent the coincidences while classifying
the instances.

In order to get the value of kappa (k), it is needed to know the observed
agreement. The observed agreement is how much, of the total, did the annotators
agree. This is, what is the sum of the diagonal of our confusion matrix over the
total of instances:

paye
P(o) = 721?\17

where C' is the confusion matrix containing the categories that were classified
and in each cell the total of instances that were classified into that category for
each annotator; and N is the total of instances that were classified.

However, it is possible that some of the coincidences between the two anno-
tators is given by chance. In order to rule out this possibility, the hypothetical
agreement by chance should be computed. This is done by:

ef
Ple)=)_ (’;(; X C;\;
=1

where C' is the confusion matrix, C; is the sum of all the counts in row i
and C; is the sum of all the counts in column 4, and N is the total of instances
that were classified.
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Thus, in order to know the real agreement between the two annotators, it
is needed to subtract the probability of chance agreement from the observed
agreement. Once we take this into account we have the Conhen’s kappa, given
by:

Plo) = P(e)
1—P(e)

where P(0) is the observed agreement and P(e) is the hypothetical probabil-
ity of chance agreement.

One aspect that has to be observed, is that this kappa assumes its theoretical
maximum value of 1 only when both observers distribute codes the same. So,
when it is the case that corresponding row and column are not identical, we need
to compute the maximum possible value and use that to interpret in a better
way the agreement assessed. This is done by the next formula:

. _ Prae — Ple)

with:

1€

|C|
= g C-H maw - Zmln ( ]i/j_ C‘;Z’:]—z)

where P(e) is the same as before and Pmaz is the sum of the minimum num-
ber between the row and the correspondent column over the total of instances
classified N.

This help us to interpret the obtained kappa as a proportion of the theoretical
maximum agreement that annotators could have.

Nevertheless, interpreting the value of kappa is a difficult task for different
factors like the distribution of the probabilities of the categories, and the number
of categories itself. However, there are some guidelines that has appeared and
are widely used, particularly in the areas of health sciences and humanities.
Arguably the most used are those proposed by Landis and Koch [9]. This is
shown in the table 1

Table 1. Interpretation of kappa value

Kappa Statistic|Strength of agreement
<0.0 Poor
0.00 - 0.2 Slight
0.21 - 0.40 Fair
0.41 - 0.60 Moderate
0.61 - 0.80 Substantial
0.81 - 1.00 Almost perfect
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In this table, it is possible to see that according to the values of kappa, the
strength of the agreement varies. We are going to use these guidelines and the
maximum kappa in order to help in the interpretation of our values. We are
going to use a division of the k over the K4, in order to obtain the proportion
of agreement normalised by the maximum expected value.

4 Experimental set-up

In this section we explain the data we used to perform the inter-annotator agree-
ment assessment and present the results of different evaluations.

We used a corpus of newspapers from Mexico. The news were dated between
15t of January, 2014, and 31%¢ of October of 2014. All the news were manually
selected as being about finances. The total of news articles is 300. From this we
randomly selected 10 news.

From those selected news, we split each one into sentences. By doing this, we
obtained 151 different sentences.

Then, we asked two annotators about the same age (21 yo), same gender,
and same level of studies (last year of bachelor in language and arts), to label
each sentence in each article as positive, negative or neutral, with no further
explanation. The annotators did not know that another annotator was doing
the same task. Finally we compared the sentences that both annotators labelled
and compare if they agreed in the selected category or not. With those labels we
created a confusion matrix containing in columns the distribution of categories
given by annotator 1 and in rows those given by annotator 2.

After doing this we obtained the following results.

For the positive category, we got:

Table 2. Sentences labelled as positive

Annotator 1
Yes|No|Total
Yes |38 7 45
Annotator 2|No 45(61| 106
Total| 83| 68| 151

As it can be seen in table 2, annotator 1 and annotator 2 agreed in 99
sentences. From this, they agreed that 38 were positive and 61 were not positive,
thus they could be neutral or negative. It is also observable that while Annotator
1 labelled a total of 83 sentences as positive and 68 as not positive, Annotator 2
thought that just 45 sentences were positive, while 106 were not positive. So it
is feasible to think that the agreement is as low as 381;65 = .6556. However, this
is just the observed agreement.

For this particular case we have that P(e) = .4799. So in order to know
the real agreement between the two annotators, it is needed to subtract the
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probability of chance agreement from the observed agreement. For this particular
case we know that the agreement without chance is k = 0.3378. This would be
interpreted as having a fair strength of agreement, according with table 1.

However, if we compute the maximum kappa for this category, we get that
Kmaz = 0.5161. so, if we take this into account, the proportional kappa, nor-
malised by its maximum, would be of k = 0.6545. So in this case we could see it
as having a substantial strength of agreement.

When we compared the sentence labelled as neutral, we found the distribution
expressed on table 3.

Table 3. Sentences labelled as neutral

Annotator 1

Yes|No |Total
Yes | 34| 46 80
Annotator 2|No 8| 63 71
Total| 42|109| 151

In table 3 we observe that agreement is similar to that observed in table
2, that is, both annotators agreed that there were 34 neutral sentences and 63
non-neutral sentences. However, when looking at the totals, it is noticeable that
while Annotator 2 thought there were 80 neutral sentences in total, Annotator 1
thought there were just 42. This mean that Annotator 2 thought there were 71
sentences that were not neutral, thus either positive or negative, while Annotator
1 thought there were 109 sentences being not neutral.

Because of this, the observed agreement is similar to, but a little lower than,
that observed in positive. This is P(0) = 0.6424. Also the probability of chance
agreement is a little higher than that for positive. For the neutral class, we
computed P(e) = 0.4868. So, when we take into account the two facts, a little
lower P(0) and a little higher P(e), it is normal to expect that x coefficient would
go lower, as it is the case. In this particular class, we computed a x = 0.3032.
This means that according to the interpretation table, we would evaluate this
as having a fair strength of agreement.

As expected, the maximum kappa for this category is similar to that com-
puted for positive. In this particular case we have that k.., = 0.5097. So taking
this into account, we get that the proportional kappa for the maximum expected
agreement would be k = 0.5949. This is considered to have a moderate strength
of agreement between the annotators.

After looking at the sentences labelled as negative, we observed an increased
agreement between the annotators. The table 4 shows how they distributed the
sentences.

It is noticeable that agreement is much higher in this case. It can be observed,
also, that differently from the previous cases, in this one, the matrix is symmetric.
In this case, the annotators strongly agreed on what was not a negative sentence.
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Table 4. Sentences labelled as negative

Annotator 1

Yes|No |Total
Yes 15| 11 26
Annotator 2{No 11{114| 125
Total| 26| 125| 151

Also both annotators agreed that there was just 26 negative sentences. This left
125 as non-negative sentences.

Thus, the observed agreement was P(o) = 0.8543. This is higher than the
positive and neutral. This is because both annotators labelled many sentences
as being non-negative.

We computed the hypothetical agreement by chance as being P(e) = 0.7149.
This is also higher than in the other two cases. When these two factors are taken
into account, the agreement coefficient is k = 0.4889. This is notoriously higher
than in the other two cases.

This means that it there will be more agreement on classifying sentences
as negative or non-negative than in positive or non-positive and in neutral or
non-neutral.

This is, annotator agreed on classifying 114 sentences as non-negative, and
they both classified 125 as non-negative. However they didn’t agreed much on
classifying those sentences as positive or neutral. While annotator 1 considered
83 as being positive and 42 as being neutral (table 2, table 3), annotator 2
distributed their non-negatives almost flipped: 45 as being positive and 80 as
being neutral.

For this particular case, the maximum possible kappa is of kpq: = 1. This is
because the table is completely symmetrical.

This is interesting because it shows that it is much harder to agree on posi-
tiveness or neutrality of a message than it is to agree on their negativity.

In table 5 we can observe a summary of the results of the three tables.

Table 5. Kappa by category and it’s interpretation

Category O[b(i;;};d Interpretation M;?Z;;Zm Proportional|Interpretation
Positive | 0.3378 fair 0.5161 0.6545 substantial
Neutral | 0.3032 fair 0.5097 0.5949 moderate
Negative| 0.4889 moderate 1 0.4889 moderate

When we take into account the total distribution of the labelled sentences,
we observe more clearly how the annotators classified each sentence. The next
table summarises this process.

We can observe in a more detailed fashion how the non-class were distributed
by each of the annotators.
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Table 6. Sentence distributed by the three classes

Annotator 1
Pos|Neu|Neg| Total
Pos | 38 6] 1 45
Neu | 36| 34| 10| &0
Neg | 9| 2| 15| 26
Total| 83| 42| 26| 151

Annotator 2

As we discussed earlier when talking about the positive labels, both anno-
tators agreed on 38 sentences being positive. However, annotator 1 also marked
other 45 sentences as positive. From those other 45 sentences, annotator 2
thought 36 were neutral and 9 negative. On the other hand, annotator 2 just
added 7 more sentences than the 38 they agreed as positive. From these sen-
tences, annotator 1 labelled 6 as neutral and 1 as negative. In total, annotator
1 labelled 83 sentences as positive while annotator 2 just labelled 45.

For the neutral case, we find a similar scenario, nevertheless it is flipped over.
In this category, both annotators agreed on labelling 34 sentences as neutral.
On the disagreed sentences, annotator 1 labelled just 8 more as neutral; from
these, annotator 2 thought that 6 were positive and two negatives. Contrastingly,
annotator 2 foresaw 46 more sentences as being neutral; annotator 1 considered
36 of these as being positive and 10 as being negative. In total, annotator 1
labelled 42 sentences as neutral while annotator 2 almost doubled it and labelled
80 as neutral.

At labelling the negative classes, we find a little different picture. In this
case, as stated, both annotators agreed as labelling 15 as negative. Also both
labelled, in total, 26 as negative, but from the disagreed 11 of the annotator
1, annotator 2 views 1 as positive and 10 as neutral. On the other hand, from
those 11 that annotator 2 esteemed negative and disagreed with annotator 1,
the latter classified 9 as positive and two as negative.

The observed agreement for the three classes together would be P(o) =
0.5762. This does not seem as high as one might expect. Even though the chance
of agreement has not being subtracted from that number. This chance is P(e) =
0.3408. Therefore we might assess the Cohen’s correlation coefficient being as
k = 0.3570. This is, according with Landis and Koch [9], fair agreement.

Nevertheless, it is important to take into account that kappa assumes its
theoretical maximum value of 1 only when both observers distribute codes the
same. So, when it is the case that corresponding row and column are not iden-
tical, we need to compute the maximum possible value and use that maximum
to interpret in a better way the agreement assessed.

We get that maximum kappa is Kpq; = 0.6182. This mean that if we use
this maximum as a help to interpret the actual kappa obtained, we could think
that the value is around x = 0.5775. This falls, according to Landis and Koch, in
the lower rank of a substantial or higher rank of moderate agreement. Another
interpretation that is possible to make based on the k4, is that annotators
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will never agree in a higher degree. This mean that best agreement would be a
moderate agreement.

5 Discussion

In this section we will discuss the results obtained during the experiment and
will try to interpret them.

Based on the observations made on this experiment, we might notice several
things. The most noticeable is that, when labelling opinions in the news, anno-
tators without specific training will not agree in a high degree, specially when
deciding if a sentence is positive or neutral.

We also noticed that the peak of agreement was achieved when deciding
whether a sentence is negative or not. For this class, both annotators agreed
that there were few negative sentences. Another interesting observation, is that
even though both annotators agreed on tagging 26 sentences as negative, there
were some sentences classified as positive by one annotator and negative by the
other. This proofs that people will, at least sometimes, strongly disagree on the
polarity of a sentence.

Another worthy observation is that while one annotator had a strong in-
clination for labelling sentences as positive (83), the other thought that many
sentences were neutral (80). If we take into account that annotators are the
same gender, same age and has same level of education, we might think that
these differences are explained for their own experiences. This means that peo-
ple, therefore annotators, will think of a sentence as being positive or neutral
(or even negative) depending on their own perspectives and expectations of how
the newspaper text should deal with the topic that it is about.

6 Conclusion and future work

From this experiment we can conclude that any classification system should take
into account that agreement among annotators is more or less small. Because
of this, it is possible to think that, under these conditions, any opinion mining
system developed with this kind of corpus, will always be biased. This might
be either a model bias or a learning data bias (if the system is non-supervised)
or by the annotators that were used for labelling training data (in the case of
supervised learning systems).

As future work we think it is important to compare these results with more
data and assess agreement with other inter-annotator agreement metrics. We
also think that it would be interesting to compare if the agreement is more
or less the same when changing the input data, this is, with films or product
reviews, with political speech, etc. Another thing we want to do in a future, is to
compare the results after giving clear instructions of what to consider negative,
neutral and positive to the annotators.
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